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Abstract: Traffic distribution forecasting is an essential step in network planning for packet-switching networks. It is frequently necessary to forecast and develop an optimal network configuration to meet the requirements of new traffic demands or changes in the existing demands. Several methods have been developed to forecast network configurations. While these studies have revealed some interesting traffic characteristics, little progress has been made in developing good models for the purpose of traffic engineering and performance prediction. We propose a novel multi-objective optimisation model for traffic distribution forecasting in packet-switching networks by mapping these networks into multi-commodity networks. Initially, the radial basis function (RBF) network is used to monitor and learn the current real-traffic distribution. Next, a quadratic model is used to calibrate these functions for a precise traffic distribution. The proposed multi-objective optimisation method can effectively and efficiently forecast the traffic distribution of packet-switching networks in both crisp and fuzzy environments. A numerical example is presented to demonstrate the application and effectiveness of this model.
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Packet switching is a network communications method that groups all transmitted data into suitably sized blocks called packets. The network over which packets are transmitted is a shared network where any host connecting to the network can, in theory, send packets to any other host. Each packet contains address information that identifies the sending computer and intended recipient. Using these addresses, network switches and routers determine how best to transfer the packet to its destination. The principal goals of packet switching are to optimise utilisation of available link capacity and to increase the robustness of communication. Since packet networks often demand a capacity review, a network vision and organised plan should be determined to accommodate future growth in capacity. The planning process requires information about the network capacity and utilisation. Traffic matrices could be used to determine network access resource requirements and details such as location, size, operation, protocol support, performance characteristics and device type. The traffic distribution matrix represents the traffic volume between the origin/destination (O/D) pairs in a network. Traffic distribution forecasting is an essential step in network planning for packet-switching networks.
2 Literature review and background

Network planning and forecasting is a common problem in traffic engineering and capacity planning of packet-switching networks. It is frequently necessary to forecast and develop an optimal network configuration to meet the requirements of new traffic demands or changes in the existing demands. Such configurations may involve changing the existing topology, resizing network elements and adding or removing switches and links. Network planning and forecasting requires specifications of the existing and projected O/D traffic demands (Conway and Li, 2003). The demand data derive network design and are the primary input parameters in most commercially available network capacity planning tools.

In practice, the total traffic generated at a particular node may be known or easily measurable, however, the O/D traffic demands in an existing packet-switching network may not be easily measured. In addition, as the size of a network increases, the problem of measuring traffic demands is compounded since the number of proportions increases exponentially with the number of nodes. Feldmann et al. (2001) have proposed a model of traffic demands that captures

1 the volume of data
2 the entry point into the network
3 the destination reachability information.

They faced challenges in their demand model, such as working with different datasets, ambiguity of ingress points and dynamics of the egress points.

In recent years, several methods have been developed to forecast traffic matrices. Zhang et al. (2003b) presented a new approach to traffic estimation and demonstrated with real data that their method is fast, accurate, flexible and robust. They also acknowledged that there is still considerable work to do in this area. Teixeira et al. (2005) used the integer programming and multi-commodity algorithm proposed in Teixeira et al. (2004) to show that

1 although the likelihood of large traffic fluctuations is small, big changes do sometimes occur
2 most routing changes do not cause much variation in the traffic matrix
3 routing changes are responsible for many of the large traffic shifts.

Zhang et al. (2005) later used fast algorithms based on modern convex optimisation theory for traffic matrix estimation using a regularisation based on ‘entropy penalisation’. Their solution chose the traffic matrix consistent with the measured data that was information theoretically closest to a model, in which S/D pairs were stochastically independent.

The performance of estimated traffic matrices in traffic engineering have been studied by Zhang et al. (2003a) and Roughan et al. (2003). Zhang et al. (2003a) draw from ideas in ‘gravity modelling’ (Lam et al., 1997; Medina et al., 2002; Roughan et al., 2002) and
‘tomographic methods’ (Adams et al., 2000; Cao et al., 2000; Coates et al., 2002) to compute traffic matrix estimates from widely available data: link load and network routing and configuration data. Zhao et al. (2006) showed that dirty data can contaminate a traffic matrix and proposed a comprehensive solution for robust traffic matrix estimation by using multiple readily available but imperfect data. Their algorithm estimated traffic matrices more accurately upon topology and routing changes. They also showed that their algorithm reduces the errors in traffic matrix estimation by more than an order of magnitude. Liu et al. (1999) proposed a hierarchical model with multiple levels each of which contained several classes of applications. At the packet level, they used deterministic and exponential packet interarrival times within the flows. They used simulation and demonstrated that their approach provides quality performance prediction and forecasting. All the above mentioned methods have focused on computer networks as single commodity networks.

While these studies have revealed some interesting traffic characteristics, little progress has been made in developing good models for the purpose of traffic engineering and performance prediction. We propose a new traffic distribution forecasting model that considers same size packets as a commodity and maps packet-switching networks into multi-commodity networks. A radial basis function (RBF) network is used to monitor and learn the current real-traffic distribution and quadratic modelling is used to calibrate these functions for precise traffic distribution forecasting. This paper is organised into five sections. This novel approach enables us to utilise the conventional methods in modelling multi-commodity networks and provides traffic distribution forecasting classifications based on the packet size. Section 3 presents a detailed description of the proposed method followed by a numerical example in Section 4 and conclusions and futures research directions in Section 5.

3 The proposed method

The proposed method depicted in Figure 1 is composed of two phases. Each phase is comprised three steps. In phase 1, we model the current real-traffic distribution; and in phase 2, we forecast the future traffic distribution.

3.1 Phase 1: modelling the current real-traffic distribution

To model the current traffic distribution, we characterise the packet-switching networks as multi-commodity networks, where any packet with size $k$ is viewed as a commodity. Phase 1 is divided into three steps. In Step 1.1, we determine the current crisp values of the network parameters. In Step 1.2, we learn the current real-traffic distribution and in Step 1.3, we calibrate the learnt current traffic distribution.
Figure 1  The proposed framework for determination of the future traffic distribution (see online version for colours)
Step 1.1 Determination of the current crisp values of the network parameters

Let us define the network parameters for a packet-switching network with \( Q \) nodes and \( R \) arcs as follows:

\[
\tilde{T}_{ij}^k \quad \text{is the current number of packets (with size } k \text{) transmitted from node } i \text{ to node } j
\]

\[
\bar{T}_{ij}^k \quad \text{is the current learnt traffic distribution}
\]

\[
\bar{P}_i \quad \text{is the total current data sent from node } i
\]

\[
\bar{A}_j \quad \text{is the total current data received at node } j
\]

\[
\bar{D}_{ij} \quad \text{is the current physical distance between nodes } i \text{ and } j
\]

\[
\bar{L}_{ij}^k \quad \text{is the maximum rate at which the sender is planning to send packets (for packets with size } k \text{)}
\]

\[
a_{ij} \quad \text{is the current packet size transferred from node } i \text{ to node } j
\]

\[
\bar{C}_{ij} \quad \text{is the current upper bound of the capacity of the arc from node } i \text{ to node } j
\]

Let us further assume that the elements of input pattern vectors \( \bar{X}_{ij}^k = (\bar{P}_i, \bar{A}_j, \bar{D}_{ij}, \bar{L}_{ij}^k) \), \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, m \), are non-negative fuzzy numbers of trapezoidal form as follows:

\[
\bar{P}_i = (P_{i1}, P_{i2}, P_{i3}, P_{i4})
\]

\[
\bar{A}_j = (A_{j1}, A_{j2}, A_{j3}, A_{j4})
\]

\[
\bar{L}_{ij}^k = (L_{ij1}^k, L_{ij2}^k, L_{ij3}^k, L_{ij4}^k)
\]

\[
\bar{D}_{ij} = (D_{ij1}, D_{ij2}, D_{ij3}, D_{ij4})
\]

We use the Fuller method (Zimmermann, 2001) to defuzzify the fuzzy elements of these vectors to the following crisp elements:

\[
P_i = \frac{1}{3} \left[ P_{i1} + P_{i3} + \frac{1}{2} (P_{i2} + P_{i4}) \right]
\]

\[
A_j = \frac{1}{3} \left[ A_{j1} + A_{j3} + \frac{1}{2} (A_{j2} + A_{j4}) \right]
\]

\[
L_{ij}^k = \frac{1}{3} \left[ L_{ij1}^k + L_{ij3}^k + \frac{1}{2} (L_{ij2}^k + L_{ij4}^k) \right]
\]

\[
D_{ij} = \frac{1}{3} \left[ D_{ij1} + D_{ij3} + \frac{1}{2} (D_{ij2} + D_{ij4}) \right]
\]

\[
T_{ij}^k = \frac{1}{3} \left[ T_{ij1}^k + T_{ij3}^k + \frac{1}{2} (T_{ij2}^k + T_{ij4}^k) \right]
\]
Therefore, we have $X^k_{ij} = [P_i, A_j, D_{ij}, L^k_{ij}]$

Next, we use linear scale transformation to convert the above crisp values into comparable scale-less parameters by dividing their value by their maximum possible value:

$$P(s)_i = \frac{P_i}{\text{Max}, P_i}, A(s)_j = \frac{A_j}{\text{Max}, A_j} \text{ and } L(s)^k_{ij} = \frac{L^k_{ij}}{\text{Max}, L^k_{ij}} \quad (3)$$

For the negative criterion $D(s)_{ij}$, the minimum possible value is divided by its value:

$$D(s)_{ij} = \frac{\text{Min}, D_{ij}}{D_{ij}} \quad (4)$$

Therefore, the input scale-less pattern vectors can be written in the following form:

$$X^k_{ij}(s) = \left[ P(s)_i, A(s)_j, D(s)_{ij}, L(s)^k_{ij} \right] \quad (5)$$

This linear scale transformation is needed to ensure that the relative order of the magnitudes for all parameters remains equal.

**Step 1.2 Learning of the real-traffic distribution**

According to the RBF (Haykin, 1998; Poggio and Girosi, 1990; Tikhonov, 1973), the input pattern vectors $X^k_{ij}(s) = \left[ P(s)_i, A(s)_j, D(s)_{ij}, L(s)^k_{ij} \right]$ are used to compute corresponding output patterns $\hat{T}^k_{ij}$. Then, these computed output patterns are compared to the desired output patterns $T^k_{ij}$ and the errors $e_{ij} = T^k_{ij} - \hat{T}^k_{ij}$ are determined. Next, in order to learn the current real-traffic distribution, we begin by minimising the sum of the square errors between the current real-traffic distribution and the current learnt traffic distribution:

$$\text{SSE} = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} (T^k_{ij} - \hat{T}^k_{ij})^2 \quad (6)$$

The following approximation function will minimise Equation (5) in large-scale packet-switching networks based on $N$ input training pattern vectors:

$$\hat{T}^k_{ij} = \sum_{j=1}^{N} w^k_j G(X^k_{ij}(s), X^kj(SA)) \quad (7)$$

with $X^kj(SA)$ as a set of input training pattern vectors (training data) for the RBF neural network, we define the Gaussian exponential functions $G(X^k_{ij}(s), X^kj(SA))$ with centroid $X^kj(SA)$ as:
where \( w^k_j \) is the \( j \)th element of the weight vector \( W^k (SA) = [w^k_1, w^k_2, \ldots, w^k_N]^T \).

Next, we rewrite this equation in a matrix form

\[
T^k (SA) = G^k \cdot W^k (SA)
\]  

(9)

where \( T^k (SA) = [T^k_1, T^k_2, \ldots, T^k_N]^T \) is the current vector of the desired output pattern for learning traffic distribution.

Since the matrix \( G^k \) is not a square matrix, the approximation functions (9) can be calculated by the following weight vector:

\[
W^k (SA) = (G^k^T \cdot G^k)^{-1} \cdot G^k^T \cdot T^k (SA)
\]  

(11)

Since \((G^k^T \cdot G^k)^{-1} \cdot G^k^T\) is the pseudo-inverse of the matrix \( G^k \), the current real-traffic distribution is learnt as follows:

\[
\hat{T}^k = G^k \cdot W^k (SA)
\]  

(12)

where \( \hat{T}^k \) is the vector of the computed output pattern for the current learning traffic distribution.

**Step 1.3  Calibration of the current learnt traffic distribution**

Next, we propose the following fuzzy multi-objective model for calibrating the current learnt traffic distribution in Step 1.2:

**Objective function 1:** using the conservation of flow (Bazaraa et al., 1990), the sum of data sent from node \( i \) should be equal to \( P_i (s) \):

\[
\sum_{j=1}^{m} \hat{t}^k_{ij} \cdot a_{ij} \equiv P_i \quad i = 1, 2, \ldots, n
\]  

(13)

Here \( \equiv \) denotes the fuzzified version of \( = \) and has a linguistic interpretation of ‘essentially equal to’. On the other hand, with regards to the quality of service parameter
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of cell loss ratio, the sum of the data sent from node \(i\) do not necessarily equal to \(P_i\). Therefore, \(\hat{T}_{ij}^k\) must be calibrated by the calibration coefficients \(x_i^k, x_j^k\) as follows:

\[
\sum_{j=1}^{m} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \equiv P_i \quad i = 1, 2, \ldots, n
\]  

or

\[
f_i^k = P_i - \sum_{j=1}^{m} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \geq 0 \quad i = 1, 2, \ldots, n
\]

Objective function 2: similarly, the sum of the data received for destination node \(j\) in the network should be equal to \(A_j\). On the other hand, with regards to the quality of service parameter of cell misinsertion rate, the sum of the data received for destination nodes \(j\) do not necessarily equal to \(A_j\). Therefore, \(\hat{T}_{ij}^k\) must be calibrated by the calibration coefficients \(x_i^k, x_j^k\) as follows:

\[
\sum_{i=1}^{n} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \equiv A_j \quad j = 1, 2, \ldots, m
\]  

or

\[
f_j^k = A_j - \sum_{i=1}^{n} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \geq 0
\]

Objective function 3: the sum of the data received at intermediate node should be equal to the sum of the data sent from this node:

\[
\sum_{h=1}^{h} \hat{T}_{ih}^k \cdot a_{ih} \equiv \sum_{h=1}^{h} \hat{T}_{hj}^k \cdot a_{Hj}
\]  

On the other hand, with regards to the quality of service parameter of severely errored cell block ratio (the fraction of \(N\)-cell blocks of \(M\) or more cells containing an error), the sum of the data received by each intermediate node does not necessarily equal to the sum of the data sent from it, \(\hat{T}_{ih}^k\) and \(\hat{T}_{hj}^k\) must be calibrated as follows:

\[
\sum_{H=1}^{H} \hat{T}_{ih}^k \cdot x_i^k \cdot x_H^k \cdot a_{Hh} \equiv \sum_{H=1}^{H} \hat{T}_{hj}^k \cdot x_H^k \cdot x_j^k \cdot a_{Hj}
\]  

or

\[
f_H^k = \sum_{H=1}^{H} \hat{T}_{ih}^k \cdot x_i^k \cdot x_H^k \cdot a_{Hh} - \sum_{H=1}^{H} \hat{T}_{hj}^k \cdot x_H^k \cdot x_j^k \cdot a_{Hj} \geq 0
\]
where \( h \) denotes the number of intermediate nodes between source hosts and destination hosts.

**Objective function 4**: in addition, the distribution of the total number of calculated transmitted bits vs. the physical distance for data should be equal to the distribution of the total number of real transmitted bits vs. the physical distance for data (Medina et al., 2002):

\[
\sum_{D} \hat{T}_{ij}^k \cdot a_{ij} \cdot x_i^k \cdot x_j^k - \sum_{D} T_{ij}^k \cdot a_{ij} \geq 0
\]  

(21)

or

\[
f_D^k = \sum_{D} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k - \sum_{D} T_{ij}^k \geq 0
\]  

(22)

**Constraints**: the total transmitted data through each arc cannot exceed the arc capacity. This implies that:

\[
\sum_{k} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \leq C_{ij}
\]  

(23)

The above objective functions and constraints collectively form a fuzzy multi-objective decision-making model. Next, we convert the fuzzy objective function into a corresponding constraint using the method proposed by Hwang (1989), Hwang et al. (1989) and Zimmermann (2001):

Find \( x_i^k, x_j^k \)

s.t.

\[
P_l - \sum_{j=1}^{m} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \geq 0
\]  

(24)

\[
A_j - \sum_{i=1}^{n} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \geq 0
\]

\[
\sum_{H=1}^{h} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} - \sum_{H=1}^{h} \hat{T}_{Hj}^k \cdot x_H^k \cdot x_{ij}^k \cdot a_{Hij} \geq 0
\]

\[
\sum_{D} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} - \sum_{D} T_{ij}^k \geq 0
\]

\[
\sum_{k} \hat{T}_{ij}^k \cdot x_i^k \cdot x_j^k \cdot a_{ij} \leq C_{ij}
\]

\[
x_i^k, x_j^k \geq 0
\]

Using the above formulation, the optimal solution can be found by solving a single objective fuzzy model as the model simultaneously calibrates all of the approximation
functions. Next, we use the following approach suggested by Zimmermann (2001) to find the optimal solution of the above fuzzy model:

\[
\text{Minimise } \left[ \text{Min } \left[ \mu_i \left( \hat{T}^k_{ij} \right), \mu_j \left( \hat{T}^k_{ij} \right), \mu_D \left( \hat{T}^k_{ij} \right), \mu_H \left( \hat{T}^k_{ij} \right) \right] \right]
\]

(25)

Introducing \( \lambda \) as a new variable, we have:

\[
\lambda = \text{Min } \left[ \mu_i \left( \hat{T}^k_{ij} \right), \mu_j \left( \hat{T}^k_{ij} \right), \mu_D \left( \hat{T}^k_{ij} \right), \mu_H \left( \hat{T}^k_{ij} \right) \right]
\]

(26)

Let us define the membership functions as:

\[
\mu_j \left( \hat{T}^k_{ij} \right) = \begin{cases}
1 + \frac{f_j^k}{r_j} & -r_j \leq f_j^k \leq 0 \\
1 - \frac{f_j^k}{r_j} & 0 \leq f_j^k \leq r_j \\
0 & \text{otherwise}
\end{cases}
\]

(27)

or equivalently, substituting Equation (27) in Equation (26), we get:

\[
\begin{cases}
(\lambda - 1)q_i \leq f_i^k \leq (1 - \lambda)q_i \\
(\lambda - 1)r_j \leq f_j^k \leq (1 - \lambda)r_j \\
(\lambda - 1)s_H \leq f_H^k \leq (1 - \lambda)s_H \\
(\lambda - 1)v_D \leq f_D^k \leq (1 - \lambda)v_D
\end{cases}
\]

(28)

where the decision-maker can subjectively associate the tolerances \( r_j \) in Equation (28) and \( q_i \), \( s_H \) and \( v_D \) in similar membership functions as constants for admissible violations of the objective functions. Consequently, the new proposed model \( (P) \) is obtained from Equations (24), (25) and (28):

\[
\text{Min } \lambda \quad \text{Model (P)}
\]

s.t.

\[
(\lambda - 1)q_i \leq P_i - \sum_{j=1}^{m} \hat{T}_{ij}^k(I) \cdot a_{ij} \leq (1 - \lambda)q_i
\]

\[
(\lambda - 1)r_j \leq A_j - \sum_{i=1}^{n} \hat{T}_{ij}^k(I) \cdot a_{ij} \leq (1 - \lambda)r_j
\]

\[
(\lambda - 1)s_H \leq \sum_{H=1}^{k} \hat{T}_{ij}^H(I) \cdot a_{ij} - \sum_{H=1}^{k} \hat{T}_{ij}^H(I) \cdot a_{ij} \leq (1 - \lambda)s_H
\]
The optimal solution to model \((P)\) is \(\hat{\lambda}, \hat{\lambda}_i, \hat{\lambda}_j, \hat{\lambda}_H, \hat{\lambda}_H, \hat{\lambda}_H\). Therefore, this model \((P)\) calibrates the functions (14) as follows:

\[
\begin{align*}
\hat{T}_{ij}^k (I) &= \hat{T}_{ij}^k \cdot \hat{x}_{ij} - \hat{x}_{ij}^k \\
\hat{T}_{H}^k (I) &= \hat{T}_{H}^k \cdot \hat{x}_{ij}^H - \hat{x}_{ij}^k \\
\hat{T}_{Hj} (I) &= \hat{T}_{Hj}^k \cdot \hat{x}_{ij}^j - \hat{x}_{ij}^k \\
\hat{x}_{ij}^k, \hat{x}_{ij}^H, \hat{x}_{ij}^j, \hat{\lambda}_i, \hat{\lambda}_j, \hat{\lambda}_H (I), \hat{T}_{ij}^k (I), \hat{T}_{Hj}^k (I) &\geq 0
\end{align*}
\]

The optimal solution to model \((P)\) is \(\hat{\lambda}, \hat{\lambda}_i, \hat{\lambda}_j, \hat{\lambda}_H, \hat{\lambda}_H, \hat{\lambda}_H\). Therefore, this model \((P)\) calibrates the functions (14) as follows:

\[
\begin{align*}
\hat{T}_{ij}^{k+} (I) &= \hat{T}_{ij}^{k+} \cdot \hat{x}_{ij}^k - \hat{x}_{ij}^k \\
\hat{T}_{H}^{k+} (I) &= \hat{T}_{H}^{k+} \cdot \hat{x}_{ij}^H - \hat{x}_{ij}^k \\
\hat{T}_{Hj}^{k+} (I) &= \hat{T}_{Hj}^{k+} \cdot \hat{x}_{ij}^j - \hat{x}_{ij}^k
\end{align*}
\]

(29)

Fortunately, since most of the constraints in model \((P)\) are quadratic (convex), Lingo software (Lindo Systems, 2004) can be used for solving this model (Winston, 1987).

### 3.2 Phase 2: forecasting the future traffic distribution

In this phase, we propose the following three steps. In Step 2.1, we determine future crisp values of the network parameters. In Step 2.2, we specify the future traffic distribution and in Step 2.3, we calibrate the learnt future traffic distribution as follows:

**Step 2.1 Determination of the future crisp values of the network parameters**

Let us model the packet-switching network in phase 1 as a packet-switching network with \(Q'\) nodes and \(R'\) arcs in the future with the following network parameters:

- \(\hat{P}_i'\) is the number of packets (with size \(k\)) sent from node \(i\) in the future
- \(\hat{A}_j'\) is the number of packets (with size \(k\)) received at node \(j\) in the future
- \(\hat{D}_{ij}'\) is the physical distance between nodes \(i\) and \(j\) in the future
- \(\hat{L}_{ij}^k\) is the average transit time from node \(i\) to node \(j\) in the future (for packets with size \(k\))
- \(a_{ij}'\) is the packet size transferred from node \(i\) to node \(j\) in the future
- \(\hat{T}_{ij}^k\) is the traffic distribution in the future
- \(\hat{C}_{ij}'\) is the upper bound of the capacity of the arc from node \(i\) to node \(j\) in the future.
Let us assume that the elements of input vectors $X_{ij}^{k'} = [P_{ij}^{k'}, A_{ij}^{k'}, D_{ij}^{k'}, L_{ij}^{k'}]$, in the future, $i = 1, 2, \ldots, n'$ and $j = 1, 2, \ldots, m'$, are non-negative fuzzy numbers of trapezoidal form as follows:

\[
\begin{align*}
\tilde{P}_{ij}^{k'} &= \left( P_{ij1}^{k'}, P_{ij2}^{k'}, P_{ij3}^{k'}, P_{ij4}^{k'} \right) \\
\tilde{A}_{ij}^{k'} &= \left( A_{ij1}^{k'}, A_{ij2}^{k'}, A_{ij3}^{k'}, A_{ij4}^{k'} \right) \\
\tilde{L}_{ij}^{k'} &= \left( L_{ij1}^{k'}, L_{ij2}^{k'}, L_{ij3}^{k'}, L_{ij4}^{k'} \right) \\
\tilde{D}_{ij}^{k'} &= \left( D_{ij1}^{k'}, D_{ij2}^{k'}, D_{ij3}^{k'}, D_{ij4}^{k'} \right)
\end{align*}
\]

We use the Fuller method (Zimmermann, 2001) to defuzzify the fuzzy elements of these vectors in the future to the following crisp elements:

\[
\begin{align*}
P_{ij}^{k'} &= \frac{1}{3} \left[ P_{ij1}^{k'} + P_{ij2}^{k'} + \frac{1}{2} \left( P_{ij2}^{k'} + P_{ij4}^{k'} \right) \right] \\
A_{ij}^{k'} &= \frac{1}{3} \left[ A_{ij1}^{k'} + A_{ij2}^{k'} + \frac{1}{2} \left( A_{ij2}^{k'} + A_{ij4}^{k'} \right) \right] \\
L_{ij}^{k'} &= \frac{1}{3} \left[ L_{ij1}^{k'} + L_{ij2}^{k'} + \frac{1}{2} \left( L_{ij2}^{k'} + L_{ij4}^{k'} \right) \right] \\
D_{ij}^{k'} &= \frac{1}{3} \left[ D_{ij1}^{k'} + D_{ij2}^{k'} + \frac{1}{2} \left( D_{ij2}^{k'} + D_{ij4}^{k'} \right) \right]
\end{align*}
\]

Therefore, we have: $X_{ij}^{k'} = [P_{ij}^{k'}, A_{ij}^{k'}, D_{ij}^{k'}, L_{ij}^{k'}]$.

Next, we use linear scale transformation to convert the above crisp values in the future into comparable scale-less parameters by dividing their value by their maximum possible value of:

\[
P(s)_{ij}^{k'} = \frac{P_{ij}^{k'}}{\text{Max}_i P_{ij}^{k'}} \quad A(s)_{ij}^{k'} = \frac{A_{ij}^{k'}}{\text{Max}_i A_{ij}^{k'}} \quad \text{and} \quad L(s)_{ij}^{k'} = \frac{L_{ij}^{k'}}{\text{Max}_i L_{ij}^{k'}}
\]

For the negative criterion $D(s)_{ij}^{k'}$, the minimum possible value is divided by its value:

\[
D(s)_{ij}^{k'} = \frac{\text{Min}_i D_{ij}^{k'}}{D_{ij}^{k'}}
\]

Therefore, the future input scale-less vectors can be written in the following form:

\[
X_{ij}^{k'} (s) = [P(s)_{ij}^{k'}, A(s)_{ij}^{k'}, D(s)_{ij}^{k'}, L(s)_{ij}^{k'}]
\]
Step 2.2 Determination of the future traffic distribution

Using Equations (12) and (29), the future traffic distribution ($\hat{T}_{ij}^{k'}$) can be calculated as:

$$\hat{T}_{ij}^{k'}(I) = \hat{T}_{ij}^{k'} \cdot x_i^k \cdot x_j^k$$

$$\hat{T}_{ij}^{k'}(I) = \hat{T}_{ij}^{k'} \cdot x_i^k \cdot x_H^k$$

$$\hat{T}_{ij}^{k'}(I) = \hat{T}_{ij}^{k'} \cdot x_H^k \cdot x_j^k$$

(35)

where

$$\hat{T}_{ij}^{k'} = G^{k'} \cdot W^k (SA)$$

and

$$G^{k'}$$

is the computed output vector for forecasting future traffic distribution.

In Equation (35), we have used the calibration coefficients obtained in Step 1.3 to find the traffic distribution in future.

Step 2.3 Calibration of the future learned traffic distribution

Next, we propose the following fuzzy multi-objective model for calibrating the future learned traffic distribution in Step 2.2 by feeding the sub-optimal solution for the traffic distribution into the following model to improve the calibration coefficients and obtain the calibrated optimal solution.

Min $\lambda'$ Model ($F$)

s.t.

$$(\lambda' - 1)q'_i \leq P'_i - \sum_{j=1}^{m'} \hat{T}_{ij}^{k'}(I) \cdot a_{ij}^{'} \leq (1 - \lambda')q'_i$$

$$(\lambda' - 1)r'_j \leq A'_j - \sum_{i=1}^{n'} \hat{T}_{ij}^{k'}(I) \cdot a_{ij}^{'} \leq (1 - \lambda')r'_j$$

$$(\lambda' - 1)s_{H'} \leq \sum_{H=1}^{k'} \hat{T}_{ij}^{k'}(I) \cdot a_{ij}^{'H} - \sum_{H=1}^{k'} \hat{T}_{ij}^{k'}(I) a_{ij}^{'H} \leq (1 - \lambda')s_{H'}$$

$$\sum_k \hat{T}_{ij}^{k'}(I) \cdot a_{ij}^{'} \leq C_{ij}$$
An optimisation model for traffic distribution forecasting

\[
\hat{T}_{ij}^k(I) = \hat{T}_{ij}^{kr} \cdot x_i^{kr} \cdot x_j^{kr}
\]

\[
\hat{T}_{Hij}^k(I) = \hat{T}_{Hij}^{kr} \cdot x_i^{kr} \cdot x_H^{kr}
\]

\[
\hat{T}_{Hj}^k(I) = \hat{T}_{Hj}^{kr} \cdot x_H^{kr} \cdot x_j^{kr}
\]

Finally, the values of \(\hat{T}_{ij}^{kr}(I), \hat{T}_{Hij}^{kr}(I)\) and \(\hat{T}_{Hj}^{kr}(I)\) will forecast the future traffic distribution where the vector \((\lambda^{kr}, x_i^{kr}, x_j^{kr},\hat{T}_{ij}^{kr}(I),\hat{T}_{Hij}^{kr}(I),\hat{T}_{Hj}^{kr}(I))\) is the optimal solution to the quadratic model \((F)\).

Considering the network with \(Q\) nodes, \(R\) arcs and \(k\) commodities; the maximum size of model \((P)\) will be \((Q+R) \cdot k\) constraints and \(Q \cdot R\) variables (which are manageable for large problems); and, the size of the model \((F)\) will be \(Q' \cdot R'\) constraints and variables. The optimal solution of model \((F)\) can be obtained by Lingo software (Lindo Systems, 2004). We illustrate the proposed model with a numerical example presented in Section 4.

4 Numerical example

Consider the following packet-switching network that includes two well-known frame relays and switched multi-megabit data service (SMDS) protocols with different packet sizes. The real-traffic distribution of this network is shown in Figure 2. Considering a scenario, where the goal is to develop the packet-switched network presented in Figure 3, we forecast the future traffic distribution of this newly developed network.
Figure 2  The current packet-switching network (see online version for colours)
Figure 3  The developed packet-switching network (see online version for colours)
Step 1.1 The input vectors with the fuzzy elements in the current packet-switched network are given in Table 1. These fuzzy elements are then defuzzified to the crisp elements, as shown in Table 2. Next, we find the input vectors with the scale-less crisp elements given in Table 3.

### Table 1
The input vectors with the fuzzy elements in the current packet-switched network

<table>
<thead>
<tr>
<th>Packet size</th>
<th>Input vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 kB (k = 1)</td>
<td>( \tilde{X}_{13}^1 = [(1.5,1.55,1.65,1.75), (1.62,1.67,1.77,1.87), (106,107,112,117), (1.95,2,2,2.05)] )</td>
</tr>
<tr>
<td></td>
<td>( \tilde{X}_{14}^1 = [(1.5,1.55,1.65,1.75), (1.9826,1.9876,1.9951,2.0026), (110,116,127,130), (1.95,2,2,2.05)] )</td>
</tr>
<tr>
<td></td>
<td>( \tilde{X}_{24}^1 = [(1.4,1.45,1.55,1.65), (1.9826,1.9876,1.9951,2.0026), (90,96,107,110), (1.95,2,2,2.05)] )</td>
</tr>
<tr>
<td></td>
<td>( \tilde{X}_{36}^1 = [(1.62,1.67,1.77,1.87), (1.62,1.67,1.77,1.87), (106,107,112,117), (1.95,2,2,2.05)] )</td>
</tr>
<tr>
<td>9.2 kB (k = 2)</td>
<td>( \tilde{X}_{43}^2 = [(1.9826,1.9876,1.9951,2.0026), (1.9826,1.9876,1.9951,2.0026), (106,107,112,117), (1.95,2,2,2.05)] )</td>
</tr>
<tr>
<td></td>
<td>( \tilde{X}_{45}^2 = [(1.9826,1.9876,1.9951,2.0026), (1.9826,1.9876,1.9951,2.0026), (106,107,112,117), (1.95,2,2,2.05)] )</td>
</tr>
<tr>
<td></td>
<td>( \tilde{X}_{53}^2 = [(1.4722,1.4778,1.6278,1.6778), (1.4722,1.4778,1.6278,1.6778), (110,116,127,130), (44.639,44.739,44.789,44.839)] )</td>
</tr>
<tr>
<td></td>
<td>( \tilde{X}_{57}^2 = [(1.4722,1.4778,1.6278,1.6778), (1.4722,1.4778,1.6278,1.6778), (110,116,127,130), (44.639,44.739,44.789,44.839)] )</td>
</tr>
</tbody>
</table>

### Table 2
The input vectors with the defuzzified elements in the current packet-switched network

<table>
<thead>
<tr>
<th>Packet size</th>
<th>Input vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 kB (k = 1)</td>
<td>( X_{13}^1 = [1.6,1.72,110,2] )</td>
</tr>
<tr>
<td></td>
<td>( X_{14}^1 = [1.6,1.992587,120,2] )</td>
</tr>
<tr>
<td></td>
<td>( X_{24}^1 = [1.5,1.992587,100,2] )</td>
</tr>
<tr>
<td></td>
<td>( X_{36}^1 = [1.6,1.72,110,2] )</td>
</tr>
<tr>
<td>9.2 kB (k = 2)</td>
<td>( X_{33}^2 = [1.992587,1.72,100,44.739] )</td>
</tr>
<tr>
<td></td>
<td>( X_{35}^2 = [1.992587,1.5778,110,44.739] )</td>
</tr>
<tr>
<td></td>
<td>( X_{53}^2 = [1.5778,1.72,120,44.739] )</td>
</tr>
<tr>
<td></td>
<td>( X_{57}^2 = [1.5778,1.38,100,44.739] )</td>
</tr>
</tbody>
</table>
Table 3  The input vectors with the scale-less crisp elements in the current packet-switched network

<table>
<thead>
<tr>
<th>16 kB (k = 1) packet size</th>
<th>9.2 kB (k = 2) packet size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{13}^1(s) = [0.8030, 0.8632, 0.9091, 0.0447]$</td>
<td>$X_{25}^2(s) = [1.0803, 1, 1]$</td>
</tr>
<tr>
<td>$X_{14}^1(s) = [0.8030, 0.8333, 0.0447]$</td>
<td>$X_{25}^2(s) = [1.07918, 0.9091, 1]$</td>
</tr>
<tr>
<td>$X_{24}^1(s) = [0.7528, 1, 0.9091, 0.0447]$</td>
<td>$X_{25}^2(s) = [0.7918, 0.8030, 0.8333, 1]$</td>
</tr>
<tr>
<td>$X_{36}^1(s) = [0.8030, 0.8632, 0.9091, 0.0447]$</td>
<td>$X_{25}^2(s) = [0.7918, 0.6926, 1, 1]$</td>
</tr>
</tbody>
</table>

Step 1.2  According to the following matrices $G^1$, $G^2$ and the following vectors $T^1(SA)$, $T^2(SA)$, the pseudo-inverse of the matrices $G^1$, $G^2$ and the weight vectors are calculated using MATLAB software as follows:

$G^1 = \begin{bmatrix}
1 & 0.9772 & 0.9723 & 0.9997 \\
0.9772 & 1 & 0.9701 & 0.9734 \\
0.9723 & 0.9701 & 1 & 0.9709 \\
0.9997 & 0.9734 & 0.9709 & 1
\end{bmatrix}$

$G^2 = \begin{bmatrix}
1 & 0.9916 & 0.9314 & 0.9460 \\
0.9916 & 1 & 0.9521 & 0.9404 \\
0.9314 & 0.9521 & 1 & 0.9608 \\
0.9460 & 0.9404 & 0.9608 & 1
\end{bmatrix}$

$T^1(SA) = [8.86, 3.94, 12, 13.76]^T$

$T^2(SA) = [5.77, 21.95, 2.75, 19.2]^T$

$(G^1)^{-1} = \begin{bmatrix}
3,578.7 & -288.7 & 205 & -3,316.4 \\
-288.7 & 47.3 & -12.1 & 254.3 \\
205 & -12.1 & 22.1 & -30.1 \\
-3,316.4 & 254.3 & -30.1 & 3,098.1
\end{bmatrix}$

$(G^2)^{-1} = \begin{bmatrix}
127.7756 & -132.0043 & 46.0273 & -40.9619 \\
-132.0043 & 148.1426 & -54.9868 & 38.3941 \\
46.0273 & -54.9868 & 34.2884 & -24.7765 \\
-40.9619 & 38.3941 & -24.7765 & 27.4494
\end{bmatrix}$

$W^1(SA) = [-126.04, 9.82, -0.15, 138.87]^T$

$W^2(SA) = [-282.01, 307.6, -132.28, 106.53]^T$
Next, the computed output vectors as the current learning traffic distributions are calculated as follows:

\[
\tilde{\mathbf{T}}^1 = \begin{bmatrix} 8.86 & 3.94 & 12 & 13.76 \end{bmatrix}^T
\]

\[
\tilde{\mathbf{T}}^2 = \begin{bmatrix} 5.77 & 21.95 & 2.75 & 19.2 \end{bmatrix}^T
\]

With regard to Table 4, the vectors \(\tilde{\mathbf{T}}^1\) and \(\tilde{\mathbf{T}}^2\) are equal to the vectors \(\mathbf{T}^1\) and \(\mathbf{T}^2\) and these vectors are not calibrated.

Step 2.1  The input vectors with the fuzzy elements in the developed packet-switched network are given in Table 5. These fuzzy elements are then defuzzifed to the crisp elements, as shown in Table 6. Next, we find the input vectors with the scale-less crisp elements given in Table 7. These input vectors are used to forecast the future traffic distribution in Step 2.2.

### Table 4  The real and computed traffic distributions in the current packet-switched network

<table>
<thead>
<tr>
<th>The current real-traffic distribution</th>
<th>The current computed traffic distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.2 kB (k = 2)</td>
<td>16 kB (k = 1)</td>
</tr>
<tr>
<td>packet size</td>
<td>packet size</td>
</tr>
<tr>
<td>(T_{43}^2 = 5.77)</td>
<td>(T_{13}^1 = 8.85)</td>
</tr>
<tr>
<td>(T_{45}^2 = 21.95)</td>
<td>(T_{14}^1 = 3.94)</td>
</tr>
<tr>
<td>(T_{53}^2 = 2.75)</td>
<td>(T_{24}^1 = 12.00)</td>
</tr>
<tr>
<td>(T_{57}^2 = 19.20)</td>
<td>(T_{36}^1 = 13.76)</td>
</tr>
</tbody>
</table>

### Table 5  The input vectors with the fuzzy elements in the developed packet-switched network

<table>
<thead>
<tr>
<th>Packet size</th>
<th>Input vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 kB (k = 1)</td>
<td>(\tilde{\mathbf{x}}^1_{13} = [(1.7,1.8,1.85,1.9), (1.7,1.8,1.85,1.9), (90,96,107,110), (1.95,2,2,2.05)])</td>
</tr>
<tr>
<td></td>
<td>(\tilde{\mathbf{x}}^1_{14} = [(1.7,1.8,1.85,1.9), (3.1,3.2,3.25,3.3), (106,107,112,117), (1.95,2,2,2.05)])</td>
</tr>
<tr>
<td></td>
<td>(\tilde{\mathbf{x}}^1_{24} = [(1.68,1.78,1.83,1.88), (3.1,3.2,3.25,3.3), (90,96,107,110), (1.95,2,2,2.05)])</td>
</tr>
<tr>
<td></td>
<td>(\tilde{\mathbf{x}}^1_{36} = [(1.7,1.8,1.85,1.9), (1.7,1.8,1.85,1.9), (106,107,112,117), (1.95,2,2,2.05)])</td>
</tr>
<tr>
<td>9.2 kB (k = 2)</td>
<td>(\tilde{\mathbf{x}}^2_{43} = [(3.1,3.2,3.25,3.3), (1.7,1.81,1.85,1.9), (90,96,107,1100), (44.639,44.739,44.789,44.839)])</td>
</tr>
<tr>
<td></td>
<td>(\tilde{\mathbf{x}}^2_{45} = [(3.1,3.2,3.25,3.3), (1.88,1.98,2.03,2.08), (106,107,112,117), (44.639,44.739,44.789,44.839)])</td>
</tr>
</tbody>
</table>
Table 5  The input vectors with the fuzzy elements in the developed packet-switched network (continued)

<table>
<thead>
<tr>
<th>Packet size</th>
<th>Input vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\tilde{X}_{13}^2 = [(1.88, 1.98, 2.03, 2.08), (1.7, 1.8, 1.85, 1.9), (116, 127, 130), (44.639, 44.739, 44.789, 44.839)]
\]

\[
\tilde{X}_{17}^2 = [(1.88, 1.98, 2.03, 2.08), (1.6, 1.7, 1.75, 1.8), (90, 96, 107, 110), (44.639, 44.739, 44.789, 44.839)]
\]

Table 6  The input vectors with the defuzzified elements in the developed packet-switched network

<table>
<thead>
<tr>
<th>16 kB (k = 1) packet size</th>
<th>9.2 kB (k = 2) packet size</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_{13}') = [1.8, 1.8, 100, 2]</td>
<td>(X_{43}') = [3.2, 1.8, 100, 44.739]</td>
</tr>
<tr>
<td>(X_{14}') = [1.8, 3.2, 110, 2]</td>
<td>(X_{45}') = [3.2, 1.98, 110, 44.739]</td>
</tr>
<tr>
<td>(X_{24}') = [1.78, 3.2, 100, 2]</td>
<td>(X_{53}') = [1.98, 1.8, 120, 44.739]</td>
</tr>
<tr>
<td>(X_{36}') = [1.8, 1.8, 110, 2]</td>
<td>(X_{57}') = [1.98, 1.7, 100, 44.739]</td>
</tr>
</tbody>
</table>

Table 7  The input vectors with the sale less crisp elements in the developed packet-switched network

<table>
<thead>
<tr>
<th>16 kB (k = 1) packet size</th>
<th>9.2 kB (k = 2) packet size</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_{13}^s) = [0.5625, 0.5625, 1, 0.0447]</td>
<td>(X_{43}^s) = [1, 0.5625, 1, 1]</td>
</tr>
<tr>
<td>(X_{14}^s) = [0.5625, 1, 0.9091, 0.0447]</td>
<td>(X_{45}^s) = [1, 0.6187, 0.9091, 1]</td>
</tr>
<tr>
<td>(X_{24}^s) = [0.5562, 1, 1, 0.0447]</td>
<td>(X_{53}^s) = [0.6187, 0.5625, 0.8333, 1]</td>
</tr>
<tr>
<td>(X_{36}^s) = [0.5625, 0.5625, 0.9091, 0.0447]</td>
<td>(X_{57}^s) = [0.6187, 0.5312, 1, 1]</td>
</tr>
</tbody>
</table>

Step 2.2  According to the calculated weight vectors in Step 1.2, the following matrices \(G''\), \(G'''\), are used to forecast the future traffic distributions:

\[
G'' = \begin{bmatrix}
0.8551 & 0.7581 & 0.7964 & 0.8597 \\
0.9264 & 0.9385 & 0.9565 & 0.8551 \\
0.9159 & 0.9151 & 0.9620 & 0.9159 \\
0.8623 & 0.7750 & 0.7899 & 0.8623
\end{bmatrix}
\]
\[
G^{2r} = \begin{bmatrix}
0.9438 & 0.9409 & 0.8791 & 0.9416 \\
0.9586 & 0.97 & 0.4360 & 0.9445 \\
0.7937 & 0.8157 & 0.9159 & 0.9280 \\
0.8031 & 0.8012 & 0.8766 & 0.9455 \\
\end{bmatrix}
\]

\[
\hat{T}^v = \begin{bmatrix}
18.942 & 11.065 & 20.601 & 18.562 \\
7.2811 & 70.9807 & 4.7826 & 4.7344 \\
\end{bmatrix}^T
\]

**Step 2.3** Assuming the tolerances \( r_j' = q_j' = 0.2, s_{ij}' = 0.05 \), the following model \( (F) \) is used for calibration of the future traffic distributions:

Min \( \lambda' \)

\[
0.2(\lambda' - 1) \leq 1.8 - 0.1250\Big(\hat{T}^{14}_{15}(I) + \hat{T}^{14}_{14}(I)\Big) \leq 0.2(1 - \lambda')
\]

\[
0.2(\lambda' - 1) \leq 1.8 - 0.1250\hat{T}^{15}_{36}(I) \leq 0.2(1 - \lambda')
\]

\[
0.2(\lambda' - 1) \leq 1.78 - 0.1250\hat{T}^{14}_{24}(I) \leq 0.2(1 - \lambda')
\]

\[
0.2(\lambda' - 1) \leq 1.7 - 0.0719\hat{T}^{20}_{22}(I) \leq 0.2(1 - \lambda')
\]

\[
0.05(\lambda' - 1) \leq 16\Big(\hat{T}^{15}_{15}(I) + \hat{T}^{20}_{43}(I)\Big) + 9.2\hat{T}^{24}_{43}(I) - 16\hat{T}^{14}_{36}(I) \leq 0.05(1 - \lambda')
\]

\[
0.05(\lambda' - 1) \leq 16\Big(\hat{T}^{14}_{43}(I) + \hat{T}^{14}_{24}(I)\Big) - 9.2\Big(\hat{T}^{24}_{43}(I) + \hat{T}^{24}_{45}(I)\Big) \leq 0.05(1 - \lambda')
\]

\[
0.05(\lambda' - 1) \leq 9.2\Big[\hat{T}^{22}_{45}(I) - \Big(\hat{T}^{24}_{43}(I) + \hat{T}^{24}_{45}(I)\Big)\Big] \leq 0.05(1 - \lambda')
\]

0.1250\hat{T}^{11}_{15}(I) \leq 1.2

0.1250\hat{T}^{11}_{14}(I) \leq 2

0.1250\hat{T}^{14}_{24}(I) \leq 2

0.1250\hat{T}^{14}_{36}(I) \leq 2

0.0719\hat{T}^{22}_{45}(I) \leq 1.54

0.0719\hat{T}^{24}_{45}(I) \leq 1.54

0.0719\hat{T}^{24}_{45}(I) \leq 1.54

0.0719\hat{T}^{24}_{45}(I) \leq 1.54
The optimal solution of model (F) solved by optimisation software Lingo 9.0 (Lindo Systems, 2004) is given in Table 8.

**Table 8**  The future traffic distribution for the developed packet-switching network

<table>
<thead>
<tr>
<th>16 kB (k = 1) packet size</th>
<th>9.2 kB (k = 2) packet size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{p}_{12}^{1*}$ (I) = 9.600</td>
<td>$\hat{p}_{43}^{2*}$ (I) = 6.397</td>
</tr>
<tr>
<td>$\hat{p}_{14}^{1*}$ (I) = 3.200</td>
<td>$\hat{p}_{45}^{2*}$ (I) = 21.145</td>
</tr>
<tr>
<td>$\hat{p}_{24}^{1*}$ (I) = 12.640</td>
<td>$\hat{p}_{53}^{2*}$ (I) = 0.000</td>
</tr>
<tr>
<td>$\hat{p}_{36}^{1*}$ (I) = 16.000</td>
<td>$\hat{p}_{57}^{2*}$ (I) = 21.151</td>
</tr>
</tbody>
</table>

5 Conclusions

In this study, we proposed a novel traffic distribution forecasting model for packet-switching networks. The continual utilisation of the proposed model allows for network design and capacity planning. In the proposed method, the traffic distribution forecasting problem is formulated using a fuzzy multi-objective optimisation and the current traffic distribution is learnt according to the real-traffic distribution. Next, this multi-objective model is converted into a single objective model using the approach proposed by Zimmermann (2001). The proposed method has the following advantages:

1. the proposed method can be used to forecast the traffic distribution of packet-switching networks in both crisp and fuzzy environments
the proposed fuzzy multi-objective optimisation model incorporates all calibrations simultaneously to save the execution time

3 the special structure of the proposed model is similar to quadratic programming where its convexity is confirmed

4 the proposed method allows traffic distribution forecasting from single commodity to multi-commodity

5 in large-scale packet-switching networks, the modelling of real-traffic distribution can be learnt by the RBF neural network

6 dimension consideration verifies the efficiency of this method for large-scale packet-switching networks.

The current model could be extended for data distribution forecasting in packet-switching networks based on Markovian queuing systems. One strategy is to study transmission of packets independent of their original sequence and the other one is to maintain the packet order. Both alternatives could be analysed through exact or approximate Markov queuing systems.

Acknowledgements

The authors would like to thank the anonymous reviewers and the editor for their insightful comments and suggestions.

References


An optimisation model for traffic distribution forecasting


